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In the last decade, Machine Learning Potentials (MLPs) have become
an established tool for describing potential energy surfaces (PESs) of

complex systems. While they significantly speed up the evaluation of
the energy and forces in comparison to ab-initio methods, they require
high-quality reference data for training. Depending on the systems to
be studied, generating this training data can become the computa-
tional bottleneck and it is of high interest to reduce the number of
structures to be computed as well as their complexity. We propose
to achieve this goal by training MLPs on atomic properties instead of
global quantities such as the system’s total energy. This approach aims
to increase the transferability of the resulting MLPs to more compli-
cated systems while still utilizing easily accessible reference data.
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